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Summary

The adequacy of the Chl-square approximation to Uie riull
distribution of the members of the generalised Chl-square statistics
under the simple hypothesis has been examined. Expressions for the _
first two momentsofthe statistics are obtainedup to the orderof0(n"').
Two corrections have been considered to Improve the Chl-square
approxlniatlon. Numerical accuracy of the approximations have~been
checked through slmulaUon. Bartlett adjusted statistic of a member of
this family emerges as a competitor for Pearson Chl-square statistic.

Key words : Multinomial dlstrlbuUon; Generalised Chl-square
Statistics; Null distribution; Equlprobable null hypothesis; level or
significance.

Introduction

Pearson Ghi-square statistic is wideely used to test the
hypothesis that the observed frequencies n = (ni nk)in k classes
are according to a multinomial distribution with specified cell
probabilities (iti, . . %)• Cressie and Read [4] unified the theory of
the 'Chi-square' goodness-of-fit tests by considering a class of
goodness-of-fit statistics. This class includes the well known
statistics, that is, Pearson Chi-square, likelihood Ratio, the

. Freeman-Tukey statistic, and Neyman's modified Chi-square
statistic. Another class of goodness-of-fit statistics abailable in the
literature, is the Genereilised Chi-square statistics (Taylor [15]).

Given the sample n = (ni nt) from the multinomial
distribution with cell probabilities ni % where
^1= . . ., 0s) the family of generalised Chi-square statistics is
defined by

*Kamatak University, Dharwad



ON GENERALISED CHI-SQUARE STATISTICS 161

Dn p. n (0) i-
h(pO-h

«l(0) h'

«l(0)

«l(0) (1.1)

Where

P, - —,1=1 k and 0 Is any Best Asymptotically normal

(BAN) estimator of0, and h(x) Is a monotone function ofx for 0<x<1.
For all practical purposes, it Is convenient to consider the feunlly
when h(x) = x^ , t] e R and (1.1).takes the form .

,(T1) p. n(0)} =n2 p?- (0)

ri^ 311(0)^"-' (1.2)

It may be noted that is, a sum of weighted squared
differences, between the observed frequencies radsed to a power and

the expected frequencies r^ed to the same power. Also, is
approximately equal to the power divergence statistics (Read and
Cressie 111]. Some particular cases of are given in Table 1.

Table 1,Members ofdS?' (p,n (0)} for selected values oft). .

. TI . dS?'(p.5(0)1 , StatlsUc .

0

1/2

2/3

n2 (0) [log pi-log ni(0)f

4n 2) [v^-{ti (0)) .] Freeman-Tukey

1 v fPi-(5)1^
"1(0)

Pearson Chl-square

multinomial'dSbutton' though a moments of thealgebra, we get • g a straight forward but lengthy

E[D^)J =(k-l)+1 1) (s_ 3k+ 2) +3/4 (rj. i)^

(S- 2k+ J)+ (r,- 1) (^_ 2) (s. 2k+ 1)] +o(n''')

and
(2.2)

EIDi'f . 1, i, s. 2k t 2+ 2(„- I.) (10. i3k. 6k»

* 8)) . 3/2(,- 2f (S(k. 13). 11- I7k- 8k")
+2(ti-1) (ti- 2) (S(k+ 3)+ 3- 5k+ 2k'')J +0(n-^^
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It Is worth to point out here that the well known statistics namely
likelihood Ratio Statistic and Neyman's modified Chi- square
statistic are not members of this family.

Using Taylor's expansion, under the null hj^thesis

Hq : = re, (0). 1=1 k. unspecified, as well as contiguous
C,

alternative hypothesis H, : n, - it, (0) + ,1=1 k with

1^.0.

dS?> (p. 5(0))= n2)tPi- "i (9)
311(0)

+ Op(l)
(1.3)

Thus all the members of (p, n (0))have the same asymptotic
distribution both under Ho and Hi. Under the null h5^thesls it Is
that of a central Chi-square random variable with k-s-1 degrees of
freedom (d.f.) and under llie contiguous alternative hypothesis that
ofa non-central Chi-square random variable with d.f k-ns-l and the

same non-centrality parameter. Some properties of (p, n (G))
have been studied by Sutrick [14) and Rao [91.

For the Pearson statistic. the large sample approximation under
fto is quite accuratefor moderate and small sample sizes especially

' when the cells are equiprobable (Yamold[ 17]). The approximation is
markedly less accurate for other members of the power divergence
family (Larnte [7], Read [10]). The purpose of the paper is to study
the small sample behaviour of this family, when the h3TX3thesis is
simple. For this purpose, more accurate approximations to the first
and second moments of the generalised Chi-square statistics are
obtained so as to check the adequacy of the chi-square
approximation to the asymptotic distribution of (p, ^) where
jr=jio=(3toi 3tok)' and possibly to improve the approximation
(Cox and Hinkley [31, Read [10]).

2. Moments under the Simple Null Hypothesis

Under the simple null hvpothesisjiL=-^«^^-"
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where the second order terms, thatIs
Table 2. Entries give the two roots y\i, t12

terms of order OtnM of the first two moments Mr E
zero

1.00

(p.go))'
Ho

, 1=1, 2 are

1.00
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Coirection .1

and

Correction 2

Where bn

DS and V

dS"' = dS' 1+
b(n)

-1

n (3.1)

Dijr
(3.2)

and an and bn are the co efficients of in

respectively and Cn = 1+
bn

2 ri(k- 1)
and dn =

(k- 1) (1- V^)+ The expected value of is (k-1) to 0(n ^). The

statistic has mean k-1 and variance 2(k-l) up to the order of

0(n"^).As the correction is based on the first two moments, is
expected to provide better approxirnation to the distribution.

4. Finite Sample comparisons

Although it is of interest to compare the exact distribution of
in the entire range of the variate, in practiced situations of

testing, we are concerned with only the tail probabilily. In this
empiricalstudy, we restrict to the finite sample comparison of the
attained level of the test for different members of Consider

mainly the symmetric null hypothesis Jii= , i=1, . . ., k. There are
f , •

various studies indicating that equiprobable class intervals produce
the most sensitive tests. They are locally most powerfiil and
unbiased (KendaU and Stuart [6], Cohen and Sackrowitz [2], SpruiU
[131).

The attained level of the test is obtained by simulation,
li pseudo-random numbers are generated in the unit-interval (0,1).
They are then inserted into the appropriate one of the k groups by

k-1

using the limits O, Jii, Jti+ JI2 ^ . 1-
1-1

Next the values of an, bn, Cn and dn computed. The values of

and are then calculated and compared to the
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appropriate tabled alpha pohit of the central Chi-square
distribution. The sampling process is repeated 1,000 times for each
of the combination of n, k and T] and the estimate of the actual
attained level ofsignificance Is the proportion oftimes that the value

of and is in the rejection region. Also from 1000
samples, the values of a for the simulated distribution of

and are obt^ned. The values of n, k, t] and a considered
for the study of the equiprobable null hypothesis are as follows:

n = 10, 15, 25, 50, 100

k= 3,4,8,10

n= -2,-1,-0.5.0,0.5.2/3,1,2,5.

a= 0.10.0.05.0.01

For k = 4, 8 and values ofti and a as mentioned above; in addition
to the equiprobable null hypothesis, two other null hypothesis are
also considered. They are

(i)

(ii)

'3

8^

0.9

(2k)

1 I
k' k'

1+ (2k)-':..... (2k)-'

n
k

+ 0.1 0

The values of ti=2/3 is included because minimization of
produces estimators which has got same second order efiBciencyas
maximum likelihood estimator (Nagnur and Hegde [8]). We present
the results for n= 15 and k=4. 8 for the equiprobable null hypothesis
in tables 3 and 4. The results for others are similar to those that are
presented.

Based on the empirical study, the following observations are
made:

(1) For Ti < 0. the attained level of significance is
considerably larger them the nominal level of

significance. The twostatistics and D^' improve the
approximations but still the attained level of
significance is higher than the nominal level. [See Table
3 and 4]. This is due to the fact that for t] < 0. for all
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Table 3.Estimates of the attained levels of significance under symmetric null hypothesis for k=4, n-15 and different values of
ri along with the a% point of the simulated distribution of p'n', dS*' and Dh*' •

a = 0.01 a = 0.10 a% point of the slmulated distribution

Value of

T1
Di D2 D3

a = 0.01 a = 0.10

D, Da Da
D3Di D2 D3 pi D2

-2 0.404 0.319 0.319 0.648 0.319 0.319 00 oo 00 166.55 38.28 40.08

-1 0.319 0.319 0.132 0.404 0.319 0.319 00 00 00 32.28 12.74 11.66

-0.5 0.319 0.063 0.062 0.337 0.319 0.319 00 00 /oo 16.76 8.88 7.96

0 0.063 0.052 0.052 0.320 0.146 0.132 00 QO 00 9.80 6.92 6.36

0.5 0.055 o:o52 0.052 0.147 0.101 0.087 19.85 17.71 17.02 7.02 6.27 6.11

2/3 0.026 0.026 0.026 0.128 0.101 0.101 14.05 13.24 lS.21 6.86 6.47 6.46

1 0.015 0.015 0.015 0.105 0.105 0.105 11.40 11.40 11.69 6.60 6.60 6.73

2 0.081 0.023 0.021 0.233 0.092 0.092 22.65 17.65 14.37 7.64 5.96 5.29

. 5 0.570' 0.125 0.233 0.570 0.233 0.233 927.67 146.47 169.64 72.23 11.41 12.76

a- 0.01 a - 0.10

a% point of the central Chl-square distribution for 3 d.f. 11.34 6.25

Di = dS'I Da = dS"' d3 =Di?'.; a



Table 4. EsUmates oftheattained levels ofsignificance under symmetric null hypothesis for k=8, n=15 anddifferent values of
T) along with the a% poIn( ofthe simulated distribution of dSTI oi?'' and dIT'".

Value of

a = 0.01 o = 0.10 a% point of the simulated distribution

D, D2 Da Di D2 D3
a = 0.01 a = 0.10

D, D2 D3 DI D2 D3

-2 0.764 0.764 0.764 0.864 0.764 0.764 00 00 00 00 00 00

-1 0.764 0.764 0.764 0.764 0:764 0.764 ?p 00 00 00 00 00

-0.5 0.764 0.764 0.764 0.764 0.764 0.764 00 00 • 00" 00 CO 00

0 0.764 0.764 0.764 0.764 0.764 0.764 00 00 00 00 00 00

0.5 0.213 0.057 0.049 0.415 0.314 0.308 29.32 23.69 22.47 20.70 16.73 16.02

2/3 0.029 0.010 0.010 0.223 0.156 0.156 20.78 18.67 18.60 14.86 13.35 13.32

1 0.012 0.012 0.012 0.014 0.014 0.014 18.60 18.60 19.01 12.20 12.20 12.38

2 0.256 0.066 0.062 0.345 0.144 0.114 79.91 45.67 34.78 24.85 14:20 12.17

5 . 0.853 0.345 0.345 0.973 0.345 0.714 39339.97 2850.72 4552.60 1483.83 107.52 , 167.68

a% point of the central Chl-square distribution for 7 d.f. a- 0.01

18.48
a - 0.10

12.02

Di = dS"', d2 =dS;"'' D3 = Dir'.

A

CO

B

!
i
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partitions with zero observations in one or more cells,
is infinite, and the exact critic^ region will always

contain all such partitions. Since iind D„' are
infinite whenever is infinite, the approjdmatlorM are

iiot suitable. Therefore, for ti < 0 and for moderate
sample size, the use of is not appropriate.

(2) For values ofTi some\*^ere between 0.5 to 1.5, the exact
level of significance is very close to nominal level of
significance. For these values of t) the Chi-square
approximation is adequate to the ^asymptotic
distribution of

(3) The Chi-squar^ approximation is quite satisfactory for
the Pearson Chi-square statistic. Similar conclusion is
by Goodet al. [51, Chapman U), Larntz 17], and Read
[10].

(4) The two approximations produce significance levels that
are quite close to the nominal levels in the range (0.5 to
2.0). Among the two approxirhations, the second
approximation produce significance levels much closer
to the nominal level than the first one. Thus
Freeman-Tukey Chi-square statistic can be used with
the second approximation.

(5) For large positive values of r\, the Chi-square
approximation is not satisfactory as indicated by the
attained level of significance and the simulated
estimates ofthe a% values of the test statistics. The two
approximations fail to improve the situation.
(See foni=5 in Tables 3 and 4).

(6) ti=2/ 3 seems to be a competitor for Pearson Chi-square
statistic. For values fo k from 3 to 10 and li < 50, the

distribution of can be well approximated by a
Chi-square distribution and the second correction does
not improve the situation. For values of nalOO, the
distribution of can well be approximated by
Chi-square distribution and no correction is required.
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